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ABSTRACT: This study examines interannual variability in sea surface height (SSH) at southern midlatitudes of the

Indian Ocean (108–358S). Our focus is on the relative role of local wind forcing and remote forcing from the equatorial

Pacific Ocean. We use satellite altimetry measurements, an atmospheric reanalysis, and a one-dimensional wave model

tuned to simulate observed SSH anomalies. The model solution is decomposed into the part driven by local winds and that

driven by SSH variability radiated from the western coast of Australia. Results show that variability radiated from the

Australian coast is larger in amplitude than variability driven by local winds in the central and eastern parts of the south

IndianOcean atmidlatitudes (between 198 and 338S), whereas the influence fromeastern boundary forcing is confined to the

eastern basin at lower latitudes (108 and 178S). The relative importance of eastern boundary forcing at midlatitudes is due to

the weakness of wind stress curl anomalies in the interior of the south Indian Ocean. Our analysis further suggests that SSH

variability along the west coast of Australia originates from remote wind forcing in the tropical Pacific, as is pointed out by

previous studies. The zonal gradient of SSH between the western and eastern parts of the south Indian Ocean is also mostly

controlled by variability radiated from theAustralian coast, indicating that interannual variability inmeridional geostrophic

transport is driven principally by Pacific winds.

SIGNIFICANCE STATEMENT: A complete understanding of climate variability and change requires knowledge of

the interactions between ocean basins on interannual to decadal time scales. In this study, we examined the cause of sea

level variability in the south Indian Ocean and its connection with variability in the Pacific Ocean, using satellite ob-

servations and a one-dimensional wave model. We found that sea level variability at midlatitudes of the south Indian

Ocean is mainly driven by El Niño–SouthernOscillation (ENSO). Surface wind anomalies associated with ENSO excite

sea level variations in the Pacific Ocean, which propagates into the western coast of Australia through the Indonesian

Archipelago and then into the interior of the south Indian Ocean. This study emphasizes the importance of connectivity

via the oceanic route to understand midlatitude circulation variability in the south Indian Ocean.

KEYWORDS: Ocean; Indian Ocean; Ocean dynamics; Rossby waves; Interannual variability

1. Introduction

In the south Indian Ocean, the westward South Equatorial

Current is evident north of about 208S, and an anticyclonic

subtropical gyre is located between 158 and 408S (Stramma and

Lutjeharms 1997; Nagura and McPhaden 2018). Many previ-

ous studies reported interannual to decadal time scale vari-

ability in sea surface height (SSH) and thermocline depth at

latitudes where the South Equatorial Current is present (e.g.,

Han et al. 2014, and references therein). Some of these studies

attributed this variability to local wind forcing (Masumoto and

Meyers 1998; Trenary and Han 2008), but many others argued

for the importance of remote forcing from the PacificOcean. In

particular, SSH variability in the tropical Pacific Ocean can

propagate into the south Indian Ocean through the Indonesian

Archipelago and along the west coast of Australia (Clarke

1991; Clarke and Liu 1994; Feng et al. 2010, 2011; Menezes and

Vianna 2019; Meyers 1996; Potemra 2001; Wijffels andMeyers

2004). This SSH variability along the eastern boundary then

propagates to the west as a long Rossby wave to affect SSH in

the interior ocean. This oceanic connection between the Pacific

and Indian basins contributes to the generation of interannual

to decadal climate variability at low latitudes of the south

Indian Ocean. For example, Lee et al. (2015), Nieves et al.

(2015), and Vialard (2015) reported that heat content in the

upper ocean was shifted from the Pacific to the Indian Ocean

during the recent hiatus in global warming. Feng et al. (2013)

and Kataoka et al. (2014) pointed out that El Niño–Southern
Oscillation (ENSO) in the Pacific Ocean excites interannual

variability in SSH and sea surface temperature (SST) off

northwest of Australia, which is referred to as Ningaloo Niño
or Niña depending on sign, via the propagation of SSH

anomalies through the Indonesian Archipelago.

Relatively few studies, on the other hand, have examined

variability at midlatitudes of the south Indian Ocean. Lee

(2004), Lee and McPhaden (2008), Zhuang et al. (2013), and

Nagura (2020) reported interannual to decadal variability in

the zonal gradient of SSH anomalies between the western and

eastern parts of the south Indian Ocean, which represents

variability in zonally integrated meridional geostrophic trans-

port. Menezes and Vianna (2019) also examined zonal prop-

agation of SSH anomalies at midlatitudes in the south Indian

Ocean, while Volkov et al. (2020) studied variability in SSH

and heat content averaged over the south Indian Ocean.

The dynamics of interannual/decadal variability in SSH at

midlatitudes of the south Indian Ocean, however, has not beenCorresponding author: Motoki Nagura, nagura@jamstec.go.jp
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fully investigated, particularly with regard to the role of Indo-

Pacific connectivity and the relative importance of local and

remote wind forcing. SSH variability in the south IndianOcean

can be driven both by local wind forcing and by wind forcing

from the Pacific Ocean, the latter of which is through the

Indonesian Archipelago, poleward propagation of coastal

Kelvin waves along the western Australian coast and subse-

quent westward propagation into the interior as long Rossby

waves. Previous studies examined the relative effectiveness of

local and remote forcing. Zhuang et al. (2013) and Menezes

and Vianna (2019) argued that SSH variability along 208 and
258S, respectively, is mainly driven by variability radiated from

the eastern boundary, with a secondary contribution from local

wind forcing. Masumoto and Meyers (1998) and Zhuang et al.

(2013) on the other hand reported that local wind forcing is the

primary forcing of SSH variability at lower latitudes (118–
138S), suggesting that the relative importance of remote and

local forcing depends on latitude. Moreover, Volkov et al.

(2020) pointed out that SSH variability in the eastern basin is

mainly driven by variability radiated from the eastern bound-

ary, whereas that in the western basin is more influenced by

local wind forcing, indicating a dependence on longitude. They

also reported that the relative importance of local and remote

forcing changes from period to period with, for example, a

dominance of local wind forcing in 2017–18, during which

basin-averaged SSH rapidly increased. However, Volkov et al.

examined SSH variability averaged over 108–308S, from which

latitudinal dependence was not resolved.

To fully describe the contributions from local and remote

forcing to SSH variability in the south Indian Ocean, we

conduct a comprehensive analysis spanning tropical latitudes

(108S) to the southern tip of the Australian continent (358S).
We use a linear, one-dimensional (1D), 1.5-layer long Rossby

wave model and separate SSH variability into the part that is

driven by local winds and that driven by SSH variability

radiated from the eastern boundary. We compare the two

components and show that the dominant dynamics differs de-

pending on latitude as well as on longitude (i.e., the western

versus eastern halves of the basin). The remainder of this paper

is organized as follows. Section 2 describes used datasets, the

model and parameter choices. Section 3 presents results, and

section 4 adds perspective on the interpretation of those re-

sults. Finally, section 5 provides a summary of our main

conclusions.

2. Data and model

We obtained monthly averages of SSH anomalies from

satellite altimetry provided by the Copernicus Marine and

EnvironmentMonitoring Service (CMEMS;Ducet et al. 2000).

The horizontal grid spacings of SSH data are 0.258 in longitude

and latitude. Global mean of SSH increases over the period of

satellite altimetry observations (Church and White 2006), so

we subtracted the global mean of SSH frommonthly SSHmaps

to focus on interannual variations. Surface wind stresses and

sea level pressure (SLP) were obtained from ECMWF re-

analysis 5 (ERA5; Hersbach et al. 2020). The grid intervals are

0.258 3 0.258, and monthly averages were used. A 13-month

running mean filter was applied to smooth out seasonal cycles.

Monthly averages of SST were obtained from National

Oceanic and Atmospheric Administration (NOAA) Optimum

Interpolation (OI) SSTV2 (Reynolds et al. 2002), which is on a

18 3 18 grid.
The linear, 1D, 1.5-layer long Rossby wave model was

widely used by previous studies for the examination of SSH

variability (e.g., Qiu and Chen 2006; Zhuang et al. 2013;

Menezes and Vianna 2019; Volkov et al. 2020). This model is

formulated as (e.g., Qiu et al. 1997)
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where h denotes SSH; x and t longitude and time, respectively;

=h 5 (›x, ›y) the horizontal gradient operator; g the accelera-

tion due to gravity; t the wind stress vector; r0 5 1025 kgm23

the mean seawater density; f the Coriolis parameter; cR phase

speed defined to be positive when directed westward; g0 re-
duced gravity; and a the damping coefficient. Equation (1) was

integrated at each latitude from the east to the west in the

domain from 308 to 1208E using the method of characteristics.

Surface wind stresses were obtained from ERA5. Observed

SSH anomalies along the west coast of Australia were used as

the eastern boundary condition. The period of the integration

is from January 1993 to February 2020, for which both of wind

stress and SSH data are available. Observed SSH anomalies in

January 1993 were used as the initial condition. We regarded

the first two years of model time series as a spinup period and

excluded them from our analysis. In this study we compare

observations and model results and also compare the part of

the model solution which is locally driven by winds with the

part driven by eastern boundary conditions. The wind-driven

part of the solution was obtained by setting SSH anomalies at

the eastern boundary to zero. The boundary-driven part was

computed by setting t 5 0 in Eq. (1).

There are three free parameters in the model, i.e., cR, a, and

g0. We chose these parameters as follows. It is widely known

that zonal phase speeds observed in satellite altimetry are

significantly different from theoretically expected phase speed

for a linear long Rossby wave in an ocean at rest (Chelton and

Schlax 1996). The observed westward phase speed is faster at

midlatitudes (roughly poleward of 208N/S) and slower in

tropical regions (equatorward of 208N/S) compared to theory.

This discrepancy can be explained by mean flow effects

(Killworth et al. 1997; Dewar 1998; de Szoeke and Chelton

1999), topography (Tailleux and McWilliams 2001) and/or in-

stability due to resonant triad and the generation of barotropic

mode (LaCasce and Pedlosky 2004). Considering this dis-

crepancy, we used prescribed values for cR, as is done in pre-

vious studies (Qiu and Chen 2006; Zhuang et al. 2013; Menezes

and Vianna 2019). Figure 1a compares the theoretically ex-

pected phase speed (red line) with the phase speed for which

model results are most highly correlated with observations

(black solid line). The theoretical phase speedwas computed as

bc2/f2 (e.g., Qiu et al. 1997), where c is shallow water gravity

wave phase speed and b is the meridional gradient of f. We

computed the zonal averages of Brunt–Väisälä frequency
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squared between 508 and 1108E from the World Ocean Atlas

2013 (Locarnini et al. 2013; Zweng et al. 2013) and obtained c

by solving the equation ›zcn 52(N2/c2n)
Ð z
2D

cn dz at each lat-

itude, where N2 denotes Brunt–Väisälä frequency squared, cn

the vertical profile of the nth vertical mode, cn the phase speed

for the nth mode, andD (54000m) the depth of the ocean. We

used the phase speed for the first baroclinic mode as c, i.e.,

c 5 c1.

The wave model was integrated with prescribed cR
ranging from 0.02 to 0.2 m s21, and pattern correlation was

computed between model results and satellite observations

in longitude–time sections at each latitude for the zonal range

from 508 to 1108E and for the period from 1995 to 2020. The

phase speed for which the pattern correlation is highest is

plotted in Fig. 1a. We used g0 5 0.05m s21 and a215 2.5 years,

which produced the best results compared to observations.

Sensitivity to these parameters is discussed later in this section.

Theoretical Rossby wave phase speed is about 3 cm s21 at

358S and about 20 cm s21 at 138S. The phase speed obtained

from the observations–model comparison tends to increase to

the north, which is a tendency similar to theoretical estimates.

However, the phase speed obtained from the observations–

model comparison is smaller than theory at low latitudes and

larger at higher latitudes. Previous studies (Chelton and

Schlax 1996; Menezes and Vianna 2019) reported a similar

discrepancy between phase speed observed in satellite al-

timetry and theoretical values. Menezes and Vianna (2019)

examined propagation speed of SSH using satellite observa-

tions in the south Indian Ocean and reported a phase speed of

about 3–7 cm s21 between 308 and 358S and 11–18 cm s21 be-

tween 108 and 158S. The phase speed obtained from the

observations–model comparison roughly agrees with their

results. We least squares fit a quadratic curve to the phase

speed obtained from the observations–model comparison

(dashed line in Fig. 1a). The resulting phase speed obtained

from the fitted curve was used to integrate the model in

this study.

Results obtained from the model run were compared with

satellite altimetry in terms of pattern correlation and neu-

tral regression coefficients computed using longitude–time

sections of SSH anomalies at each latitude. In contrast to

standard regression analysis, neutral regression coefficients are

calculated by minimizing the sum of the square distances be-

tween the regression line and data points, results of which do

not depend on which of two variables is chosen as the inde-

pendent variable (Emery and Thomson 2004). We computed

statistical degrees of freedom for correlation by applying the

method of Davis (1976). First, we applied the method in the

zonal direction and averaged results temporally. Then, we

applied the same method in time and averaged results zonally.

The zonal degrees of freedom were multiplied by the temporal

degrees of freedom, the results of which were used as the ef-

fective degrees of freedom at a particular latitude.We show the

99% confidence level for correlation coefficients, if correla-

tions exceed the 99% level. Otherwise, we use the 95% con-

fidence level. For neutral regression coefficients, we show the

95% confidence intervals computed following Garrett and

Petrie (1981).

Correlation between observed and simulated SSH exceeds

the 99% confidence level at all latitudes (Fig. 1b). Regression

coefficients tend to be smaller than unity between 138 and 278S
and larger than unity north of 128S and south of about 288S.
However, considering the uncertainties in the estimates, these

coefficients are indistinguishable from unity at most latitudes

except south of 318S (Fig. 1c).

The model has two other parameters, i.e., the damping co-

efficient a and reduced gravity g0. To check the sensitivity to a,

we integrated the model with various a, keeping the other

parameters the same. Pattern correlation between observed

FIG. 1. (a) Estimates of westward phase speed obtained from

correlation analysis between satellite altimetry and results from the

1D wave model (black line), and theoretical phase speed for a first

baroclinic, long, free Rossby wave in an ocean at rest (red line).

The dashed line shows the least squares fit of a quadratic curve onto

the black line. (b) Pattern correlation and (c) neutral regression

coefficients between satellite observations and model results at

each latitude. The dashed line in (b) illustrates the 99% confidence

level for correlation coefficients, and that in (c) shows the 95%

confidence interval for neutral regression coefficients computed

following Garrett and Petrie (1981).
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and simulated SSH is not sensitive to a (Fig. 2a), whereas

model SSH regressed onto observed SSH depends on the

choice of a (Fig. 2b). The regression coefficient is about 0.5–1.0

for the run with a21 5 1 year, but it is about 0.8–1.8 for the run

with a21 5 4 years. We also integrated the model with various

g0, keeping the other parameters fixed. Note that this param-

eter is included in the coefficient of the forcing term in Eq. (1).

If we choose a larger g0, themagnitude of wind forcing becomes

larger. Results of sensitivity experiments show that pattern

correlation between observations and model results is almost

the same if we change g0 from 0.04 to 0.06m s22 (Fig. 2c).

Model SSH regressed onto observed SSH is larger in the run

with a larger g0, as expected (Fig. 2d). These results show that

a and g0 affect only regression coefficients (i.e., the magnitude

of simulated variability) but not correlation coefficients (i.e.,

the spatiotemporal structure). Results also show that the

sensitivity to g0 varies with respect to latitude. Regressed

model SSH is relatively more sensitive to the choice of g0

north of 208S and south of 308S but less sensitive between 208
and 308S.

Figure 3 summarizes the sensitivity of pattern regression

coefficients to g0 and a21. The regression coefficient tends to be

larger in the upper-right part of the diagram and smaller in the

lower-left part. The contour line for unit regression coefficient

is from the upper left to the lower right of the diagram. The line

of the unit regression coefficient is different from latitude to

latitude. In this study, we used g0 5 0.05m s22 and a21 5 2.5

years, for which regression coefficients are close to unity at

most latitudes (Figs. 1c and 3).Menezes andVianna (2019) and

Volkov et al. (2020) used g0 5 0.05 and 0.06m s22, respectively,

and Zhuang et al. (2013) used a21 5 3 yr, which are consistent

with our choices.

Our model tuning is based on regression analysis. This

approach can be ambiguous, because a combination of a

smaller g0 and a larger a21 can yield the same regression co-

efficient as that of a larger g0 and a smaller a21 (Fig. 3).

Another approach is to tune the model by minimizing the

squared differences between observed and simulated SSH

(D. Volkov 2020, personal communication). Asterisks in

Fig. 3 show the parameters for which the sum of the squared

differences at each latitude is minimized. The resulting g0

ranges from 0.02 to 0.055m s22. The damping time scale a21

chosen by this method ranges from 0.8 to 1.4 years, which is

smaller than our choice. Menezes and Vianna (2019) and

Volkov et al. (2020) used damping time scales of 1 and 1.3

years, respectively, which are consistent with those obtained

from theminimization of squared differences. It is not clear to

us which metric, regression analysis or the minimization of

squared differences, is optimal for tuning the model. Menezes

and Vianna (2019) and Volkov et al. (2020) successfully

FIG. 2. Sensitivity of model SSH to damping time scale (a21) and reduced gravity (g0). (a),(c) Pattern correlation

coefficients and (b),(d) neutral regression coefficients at each latitude between satellite altimetry measurements

and model results. The dashed line in (a) and (c) shows the 99% confidence level for correlation coefficients.

Vertical bars in (b) and (d) show the 95% confidence interval for the neutral regression coefficient, which was

computed followingGarrett and Petrie (1981). Red, blue, and green lines in (a) and (b) show results fora215 1, 2.5,

and 4 years, respectively. Those in (c) and (d) are for results for g0 5 0.04, 0.05, and 0.06m s22, respectively.
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simulated observed variability that they focused on with

a21 5 ;1 year. However, if we choose a21 5 1 year, the

model severely underestimates the amplitude of SSH anom-

alies compared to observations. In this study, we prioritize

accurate simulation of SSH amplitude and for this reason use

a21 5 2.5 years. We discuss in section 4a that results obtained

from Volkov et al.’s (2020) choice of parameters lead to es-

sentially the same conclusions.

In this study, we used g0 5 0.05m s22 for all the latitudes.

Usually, a larger g0 is chosen for lower latitudes, and a smaller

g0 is used for higher latitudes, reflecting the difference in the

stratification (e.g., Qiu and Chen 2006; Zhuang et al. 2013).

The use of a constant g0 can be a reason for the tendency of

the overestimation of SSH variability south of 288S (Fig. 1c).

However, it is difficult to tweak this parameter such that

modeled SSH anomalies have a similar magnitude to observed

SSH anomalies at all latitudes, because modeled SSH anom-

alies are relatively insensitive to g0 between 208 and 308S
(Fig. 2d). Thus, we use g0 5 0.05m s22 everywhere and confirm

that results presented below did not change if we used a slightly

different values of g0.

3. Results

In section 3a, we examine zonal andmeridional structures of

SSH variability. In section 3b, we describe the zonal gradient of

SSH anomalies between the western and eastern parts of the

basin, which is an index formeridional geostrophic transport of

the subtropical gyre. In section 3c, we examine wind forcing in

the Indian and Pacific Oceans.

a. SSH variability

First, we describe variability at two latitudes: 138S (as in

Masumoto and Meyers 1998; Fig. 4) and 258S (as in Menezes

and Vianna 2019; Fig. 5). Time series at 138S indicate SSH

anomalies that are mostly negative in the western basin and

positive in the eastern basin in 1996–97, 1999–2002, and 2011–

13 and positive in the west and negative in the east from 2002 to

2007 (Fig. 4a). Simulated SSH anomalies compare well with

these observations (Fig. 4b), although some discrepancies can

be found, for example west of 908E in 2005–06, where observed

anomalies are mostly positive but simulated anomalies tend to

be negative. In the western part of the model domain, the total

solution compares well with the wind-driven part, which

shows a predominance of negative anomalies in 2000–03,

positive anomalies in 2004–07 and negative anomalies in 2011–

13 (Fig. 4c). The boundary-driven part shows positive anom-

alies in 1999–2003 and 2008–15 and negative anomalies in the

other period (Fig. 4d), which consists of anomalies east of

about 958E in the total solution.

At 258S, observed SSH anomalies tend to be negative from

1995 to 1999, negative east of about 808E and positive west of

808E in 2005–09, and mostly positive from 2010 to 2015

(Fig. 5a). Westward propagation of positive SSH anomalies is

observed from 1999 to 2002 east of 708E and from 2011 to 2015

in 508–1108E. These patterns are well simulated by the model

(Fig. 5b), although the linear model does not simulate vari-

ability on smaller spatial scales, which are likely due to meso-

scale eddies. Observed positive SSH anomalies west of 608E in

2006–15 tend to be larger in amplitude than anomalies east of

608E. This amplification is not seen in the model solution,

which may be one of the reasons for the underestimate of the

amplitude of SSH anomalies by the model near 258S (Fig. 1c).

The boundary-driven part of the model solution (Fig. 5d) tends

to be larger in magnitude than the wind-driven part (Fig. 5c) in

the central and eastern parts of the basin at this latitude. In

the boundary-driven part, positive anomalies propagate to the

west from 1999 to 2004 and after 2008, which is also seen in the

total solution and observations. The boundary-driven part also

shows negative anomalies between 2002 and 2007, which ac-

counts for the dominance of negative anomalies in the eastern

basin in this period in the total solution and observations. The

wind-driven part shows positive anomalies from 2005 to 2008 in

the western part of the basin, which are consistent with ob-

served positive anomalies.

The standard deviations of observed SSH anomalies along

138S are about 3 to 5 cm (Fig. 6a). The simulated SSH anom-

alies compare well with the observations, although they tend to

be smaller in magnitude than observed. The amplitude of the

wind forced part of the model solution increases to the west

between 808 and 1208E, which is a consequence of the inte-

gration of energy along Rossby wave characteristics. The

boundary forced part decays away from the eastern boundary

because of damping. The wind forced part is larger in ampli-

tude than the boundary forced solution west of about 948E, and
the opposite is true east of about 948E.

FIG. 3. Neutral regression coefficients between satellite altimetry

measurements and model results at each latitude as a function of

two model parameters, i.e., reduced gravity (g0) and damping time

scale (a21). Color shades show regression coefficients at 208S. Solid
lines show the line on which the regression coefficient is unity. Red

asterisks show the values of g0 and a21, for which the squared

differences between observations and model results are minimized

for 108–358S at 58 intervals. The black dot illustrates the parameters

used to integrate the model in this study. The line of the unit re-

gression coefficient is shown for 108, 158, 208, 308, and 358S, but not
for 258S, because the regression coefficients at 258S are smaller

than unity in the whole parameter domain.
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Along 258S, simulated SSH anomalies are much smaller in

amplitude than observations west of 908E (Fig. 6b), which re-

sults partly from the lack of amplification near the western

boundary (Fig. 5). At this latitude, the boundary forced part is

larger than the wind forced part east of 728E. The region where

the boundary forced part is larger is wider at 258S than at 138S,
which indicates that boundary forcing is more influential in

general at 258S.
Figure 7 shows pattern correlation between observations

and the wind-driven part of the model solution (red line)

and that between observations and the boundary-driven

part (blue line). Correlation with the wind-driven part be-

tween 108 and 188S is higher (and statistically significant at

the 99% level) than that with the boundary-driven part

(which is not significant at that level). This result reflects the

dominance of the wind forced part in the western basin at

low latitudes, whereas the boundary forced component is

confined to the eastern basin (Fig. 6a). The boundary forced

component is larger in amplitude than the wind forced

component in the central and eastern basins at midlatitudes

(Fig. 6b). Reflecting this, correlation with the boundary-

driven part is high and significant between 198 and 338S.

Correlation with the wind-driven part is significant south of

288S and higher than that with the boundary-driven part

between 338 and 358S. This result shows that local wind

forcing makes a larger contribution to the variability at low

latitudes, while boundary forcing is more influential at

midlatitudes except near 358S.

b. SSH gradient variability

Zhuang et al. (2013) and Nagura (2020) found that inter-

annual variability in meridional geostrophic transport of the

subtropical gyre in the upper 1000m was proportional to the

zonal gradient of SSH anomalies between the western and

eastern parts of the south Indian Ocean. Here we focus our

SSH analysis on the region between 208 and 358S, where sub-

tropical gyre transport is northward (e.g., Nagura and

McPhaden 2018) and boundary forcing is influential at most

latitudes (Fig. 7). The zonal gradient of observed SSH anom-

alies tends to be in phase meridionally (Fig. 8a). It is negative

from 1999 to 2001, positive from 2002 to 2007, negative from

2011 to 2013, and positive in 2015 and 2018–19. These varia-

tions are well simulated by the model (Fig. 8b), although

linear model results are less noisy due to the lack of mesoscale

FIG. 4. SSH anomalies at 138S for (a) observations, (b) model results, (c) the part of the model solution driven by

wind forcing, and (d) the part of the model solution driven by eastern boundary conditions. A 13-month running

mean was applied to all time series.
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eddies. The zonal SSH gradient anomalies computed from the

boundary-driven part (Fig. 8d) compare well with observations

and the total solution, which reproduce the characteristics of

the time evolution described above. The zonal SSH gradient

anomalies obtained from the wind-driven part contribute to

positive anomalies in 2005–08 north of 288S but do not account

for negative anomalies in 1999–2001 and 2011–13 (Fig. 8c).

Pattern correlation between the observations (Fig. 8a) and the

wind-driven part of the solution (Fig. 8c) is 0.02, which is sta-

tistically indistinguishable from zero; conversely, correlation

between the observations and the boundary forced part of the

solution (Fig. 8d) is 0.59, which is significant at the 99% level of

confidence.

The amplitude of the zonal difference in observed SSH

anomalies tends to be larger at lower latitude and decreases

poleward (Fig. 9). The zonal SSH gradient anomalies obtained

from the simulation compare well with the observational

counterpart, although it underestimates the magnitude of

variability between 138 and 258S and overestimates it south of

268S. The boundary forced part is larger in magnitude than the

wind forced part south of 178S, which again indicates the large

contribution of boundary forcing at midlatitudes. From these

results, we conclude that interannual variability in meridional

geostrophic transport of the south Indian Ocean is mainly

driven by variability at the eastern boundary.

c. Wind forcing

The 1Dwavemodel adopted in this study uses observed SSH

anomalies as the eastern boundary condition. Menezes and

Vianna (2019) showed that observed SSH anomalies are in

phase meridionally along the west Australian coast and their

amplitude does not change much from 108 to 358S, which is a

consequence of poleward propagation of coastal Kelvin waves.

Thus, the magnitude of the eastern boundary forcing does not

change much from latitude to latitude in our model. However,

the magnitude of wind forcing in the south Indian Ocean is

different between low and midlatitudes. Wind stress curl

anomalies are large in the area 58–188S, 758–1058E, south of

158S and west of 808E, near 408S, and in the coastal zones

(Fig. 10a). Variability is weak in the interior region near the

equator and in the region 188–328S, 808–1058E. The magnitude

of Ekman pumping velocity anomalies decreases poleward

(Fig. 10b), which is expected as Ekman pumping velocity is

inversely proportional to the Coriolis coefficient. The ampli-

tude of Ekman pumping velocity anomalies is relatively small

in 208–358S, 808–1108E, which roughly coincides with the region

FIG. 5. As in Fig. 4, but for 258S.
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with weak wind stress curl anomalies. This shows that the large

contribution from eastern boundary forcing at midlatitudes is

due to weak wind forcing in the interior ocean.

Previous studies pointed out that SSH variability along the

west coast of Australia is caused by variability in tropical

Pacific wind forcing (Clarke 1991; Clarke and Liu 1994; Feng

et al. 2010, 2011; Menezes and Vianna 2019; Meyers 1996;

Potemra 2001; Wijffels and Meyers 2004). We can see this

impact of Pacific wind forcing in a comparison of SSH anomaly

time series averaged over the southeastern Indian Ocean

(SEIO box; 208–358S, 1058–1158E) with zonal wind stress

anomalies averaged over the equatorial Pacific Ocean (EPO

box; 58S–58N, 1608E–1708W) and meridional wind stress

anomalies averaged over the SEIO (Fig. 11). Note that the

EPO box coincides with the region where the amplitude of

zonal wind stress anomalies is largest. Zonal wind stress

anomalies averaged over this region are highly correlated with

multivariate ENSO index (Wolter and Timlin 2011; r 5 0.93)

and closely related to ENSO. Equatorial Pacific wind stress

anomalies are also highly correlated with SSH anomalies in the

SEIO box (correlation coefficient is 20.83, significant at the

95% level of confidence), with Pacific wind anomalies leading

Indian Ocean SSH anomalies by 5 months (Fig. 12a). The

simultaneous correlation between SEIO SSH anomalies

and local meridional wind stress anomalies is only20.13 and

the lead–lag correlation does not exceed the 95% level of

confidence at any lag between 612 months (Fig. 12b). Wind

forcing in the equatorial Indian Ocean excites equatorial

Kelvin waves, which are reflected back to the Indian Ocean at

the eastern boundary as Rossby waves (Clarke 1991) or

propagate into the Indonesian Seas (Durland and Qiu 2003;

Wijffels and Meyers 2004) and do not reach the western coast

of Australia. Consistently, the correlation between SEIO SSH

and zonal wind stress anomalies in the equatorial IndianOcean

(58S–58N, 608–908E) is not significant at the 95% level at any

lag (Fig. 12c).

We computed lead–lag correlation coefficients along the

propagation path of SSH anomalies, which connects the

western Pacific to the southeastern IndianOcean (points 1–3 in

Fig. 11b). The path in the Pacific Ocean is along 48N, which is

the approximate latitude of SSH variability related to first

meridionalmodeRossby waves. Clarke (1991) pointed out that

the lowest meridional mode of Rossby waves contributes most

to variability leaking to the Indian Ocean. It takes about

28 days for a first meridional mode Rossby wave to propagate

from point 1 to 2, if the typical value of gravity wave phase

speed for the first baroclinic mode is assumed (2.73m s21; Yu

andMcPhaden 1999). It takes about 9 days for a coastal Kelvin

wave to propagate from point 2 to 3 and from point 3 to the

SEIO box. In total therefore, it takes about 28 1 9 1 9 5
46 days for a free wave to propagate from point 1 to the

southeastern Indian Ocean. SSH anomalies at point 1 lead

those in the SEIO box by 2 months (Fig. 12d), which roughly

agrees with the free wave propagation time.

Figure 12e shows the lead–lag correlation between SSH

anomalies at point 1 and zonal wind stress anomalies averaged

over the EPO box. Zonal wind anomalies lead SSH anomalies

by 2 months with a negative correlation. Negative correlation

indicates that off-equatorial SSH in the western basin is

anomalously depressed when zonal wind anomalies are east-

ward, and elevated when wind anomalies are westward, which

represents a balance between zonal pressure gradient force and

zonal wind stress. The explanation for the 2-month time lag is

more complicated. Correlation analysis shows that zonal wind

stress anomalies are coherent in a region larger than the EPO

box (figure not shown), and forced motion is superposed on

FIG. 6. Standard deviations of observed SSH anomalies (thick

gray line), simulated SSH anomalies (black line), the part of the

model solution driven by wind forcing (red line), and the part of the

model solution driven by eastern boundary conditions (blue line)

along (a) 138S and (b) 258S.

FIG. 7. Pattern correlation coefficients at each latitude between

observations and the part of the model solution driven by wind

forcing (red line) and between observations and the part of the

model solution driven by eastern boundary conditions (blue line).

The thick line shows correlation coefficients significant at the 99%

confidence level.
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propagating waves. The observed 2-month time lag between

SSH anomalies at point 1 and zonal wind stress anomalies in

the EOP box is a consequence of the superposition of directly

forced variability and propagating waves, which we confirmed

using a wind-forced linear equatorial wavemodel. In summary,

SSH anomalies in the SEIO box lags SSH anomalies at point 1

by 2 months, and SSH anomalies at point 1 lags zonal wind

stress anomalies in the EPO box by 2 months, which roughly

FIG. 8. The zonal difference of SSH anomalies between 508–608E and 1058–1158E (former minus latter) as a

function of latitude and time for (a) observations, (b) the model solution, (c) the part of the model solution driven

by wind forcing, and (d) the part of the model solution driven by eastern boundary conditions. A 13-month running

mean was applied to all time series.

FIG. 9. Standard deviations of the zonal difference of SSH

anomalies between 508–608E and 1058–1158E (former minus latter)

for observed SSH anomalies (thick gray line), simulated SSH

anomalies (black line), the part of the model solution driven by

wind forcing (red line), and the part of themodel solution driven by

eastern boundary conditions (blue line) as a function of latitude

from 108 to 358S.

FIG. 10. Standard deviations of (a) wind stress curl and

(b) Ekman pumping velocity anomalies. A 13-month runningmean

was applied before computing standard deviations.
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explain the 5month lag between zonal wind stress anomalies in

the EPObox and SSHanomalies in the SEIObox. This confirms

that SSH anomalies in the southeastern Indian Ocean originate

from zonal wind anomalies in the equatorial Pacific Ocean.

4. Discussion

a. Results obtained from the model tuned by using least
squares differences

As is described in section 2, we chose the model parameters

(a and g0) such that regression coefficients between observed

and simulated SSH are close to unity. Another method to tune

the model is to minimize the squared differences between

observations and model results (D. Volkov 2020, personal

communication). The largest difference between the two

methods is in the choice of a21, which is 2.5 years in the re-

gression analysis method but about 1 year in the method of the

least squared differences. This is owing to the difference in

strategy of model tuning and we do not consider that one of the

methods is correct and the other is wrong. However, the choice

of a21 can be critical, because a21 affects the magnitude of

propagating waves and the relative amplitude of wind-forced

and boundary-driven components of SSH variability.

To check the sensitivity of our results to these parameters,

we integrated Eq. (1) using a21 5 1.3 year and g0 5 0.06m s22,

which Volkov et al. (2020) used.We used cR shown in Fig. 1a in

this sensitivity experiment. The solution obtained with Volkov

et al.’s parameters is well correlated with observed SSH

anomalies (Fig. 13a), but regression coefficients south of 158S
are smaller than those obtained from our standard run (Figs. 1c

and 13b), which is due to the use of a short damping time scale.

We also find that the amplitude of the wind forced part of the

solution increases and the boundary forced part is more tightly

trapped near the eastern boundary (Figs. 13c,d). Nevertheless,

the boundary forced part is highly correlated with observations

at midlatitudes between 198 and 328S, whereas correlation with

the wind forced part is lower than that with the boundary

forced part (Fig. 13e). The boundary forced part is also larger

inmagnitude than the wind forced part between 178 and 348S in
terms of standard deviations of the zonal SSH gradient

anomalies (Fig. 13f). This shows that our main conclusion,

namely that, in general, the contribution from wind forcing is

larger at lower latitudes and the contribution from boundary

forcing is larger at midlatitudes, holds if we use Volkov et al.’s

parameters.

b. Relationship with climate modes

In the previous section, we separated SSH anomalies into

the locally forced component and the boundary forced com-

ponent and attributed the latter to ENSO. However, surface

wind anomalies in the south Indian Ocean are also affected by

climate modes. There are four climate modes which are influ-

ential on south Indian Ocean winds. The first one is ENSO.

Volkov et al. (2020) reported that Ekman pumping velocity

anomalies north of 358S are significantly correlated with an

ENSO index. The second is the Indian Ocean Dipole (IOD)

mode, which is characterized by SST anomalies in the tropical

Indian Ocean (Saji et al. 1999; Webster et al. 1999). Saji and

Yamagata (2003) reported the impact of IOD on temperature

and rainfall in midlatitude regions. The third is the southern

annular mode (SAM), which represents variability in sea level

pressure over the Antarctic continent and in the surrounding

regions (Thompson and Wallace 2000). Gong and Wang

(1999), Xue et al. (2004), Lovenduski and Gruber (2005),

Ciasto and Thompson (2008), and Ohishi et al. (2015) reported

that surface wind anomalies in the south Indian Ocean and

variability in the Mascarene High are correlated with a SAM

index. The fourth is the subtropical Indian Ocean dipole

(SIOD), which is defined as a dipole pattern of SST anomalies

in the subtropical region of the south Indian Ocean (Behera

and Yamagata 2001). Suzuki et al. (2004) showed that inter-

annual variability in trade winds in the south Indian Ocean is

correlated with SIOD.

Here we use zonal wind stress anomalies averaged over the

EPO box as an index for ENSO. The IOD index was computed

as the difference of SST anomalies between 108S–108N, 508–
708E and 08–108S, 908–1108E, following Saji et al. (1999). The

SAM index was obtained from British Antarctic Survey’s

website (http://www.nerc-bas.ac.uk/icd/gjma/sam.html). The

SIOD index was computed as the difference of SST anomalies

between 308–408S, 508–708E and 158–258S, 858–1058E, follow-
ing Morioka et al. (2012). We used NOAAOI SST to compute

the IOD and SIOD indices. These four indices are normalized

by their standard deviations. Correlation between the ENSO,

SAM, and SIOD indices is not significant, which indicates that

FIG. 11. (a) SSH anomalies averaged over the southeastern

Indian Ocean box (SEIO box; 208–358S, 1058–1158E; black line),

zonal wind stress anomalies averaged over the equatorial Pacific

Ocean box (EPO box; 58S–58N, 1608E–1708W; red line), and me-

ridional wind stress anomalies averaged over the SEIO box (blue

line). A 13-month runningmean was applied to the time series. The

vertical axis for wind stress anomalies is inverted for ease of

comparison with SSH. (b) Standard deviations of zonal wind stress

anomalies, with the SEIO box, the EPO box, and points 1 (48N,

1508E), 2 (48N, 1308E), and 3 (148S, 1258E) indicated.
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they can be regarded as statistically independent. Correlation

between the indices for ENSO and IOD is not significant at the

95% confidence level, which is consistent with results of Saji

et al. (1999) andWebster et al. (1999). This is due to that ENSO

and IOD events peak in different seasons. Seasonally stratified

analysis yields significant correlation between these indices

(Allan et al. 2001), which indicates the tendency of co-

occurrence of ENSO and IOD events. It is also known that

ENSOand IODaffect each other via variability in atmospheric

circulations (e.g., Behera et al. 2006; Izumo et al. 2010).

ENSO positively correlated with SLP anomalies in the

northeastern part of the south IndianOcean, which accompany

southeastward surface wind anomalies, negative Ekman

pumping velocity anomalies north of about 208S and positive

Ekman pumping velocity anomalies between 208 and 358S
(Fig. 14a). These patterns are consistent with results of Yu et al.

(2005) and Volkov et al. (2020). IOD is related to positive SLP

anomalies in the eastern Indian Ocean and south of Australia,

negative Ekman pumping anomalies north of about 158S and

northerly surface wind anomalies between 608 and 1008E
(Fig. 14b). The patterns related to IOD are similar to those

related to ENSO as is pointed out by Yu et al. (2005), which

reflects the tendency of co-occurrence of ENSO and IOD

events. The impact of IOD on Ekman pumping velocity at

midlatitudes is weaker than that of ENSO, as is pointed out by

Volkov et al. (2020). SAM is related to negative SLP anomalies

over the Antarctic continent and positive SLP anomalies in the

Antarctic Ocean surrounding the continent (e.g., Gong and

Wang 1999). SLP regressed to the SAM index shows positive

SLP anomalies centered at about 458S, 1008E and negative SLP

anomalies at about 158S, 958E (Fig. 14c). The resulting cy-

clonic circulation leads to positive Ekman pumping velocity

FIG. 12. Lead–lag correlation between (a) SSH anomalies averaged over the SEIO box (208–358S, 1058–1158E)
and zonal wind stress anomalies averaged over the EPObox (58S–58N, 1508E–1708W), (b) SSH anomalies averaged

over the SEIO box andmeridional wind stress anomalies averaged over the SEIO box, (c) SSH anomalies averaged

over the SEIO box and zonal wind stress anomalies averaged over the equatorial Indian Ocean box (58S–58N, 608–
908E), (d) SSH anomalies averaged over the SEIO box and SSH anomalies at point 1 shown in Fig. 11b, and (e) SSH

anomalies at point 1 and zonal wind stress anomalies averaged over the EPO box. Dashed line shows the 95%

confidence level. A 13-month running mean was applied to all time series before the analysis.
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anomalies mainly east of 808E between 108 and 308S. SIOD is

related to positive SLP anomalies centered at about 308S, 908E,
which accompany northwestward wind anomalies and negative

Ekman pumping velocity anomalies in 208–308S, 808–1108E
(Fig. 14d).

These results show that all the four climate modes affect

variability in Ekman pumping velocity anomalies at mid-

latitudes of the south Indian Ocean. We averaged Ekman

pumping velocity anomalies in 208–358S and 508–1108E and

computed its linear multiple regression coefficients onto the

four climate mode indices. The percent variance explained by

the ENSO, IOD, SAM, and SIOD indices is 5%, 4%, 23%, and

9%, respectively. The relatively small contributions from

ENSO and IOD are observed in the regression coefficient map

in Figs. 14a and 14b, where positive Ekman pumping anomalies

are small in amplitude between 208 and 308S. The variance

explained by SIOD is slightly larger than those by ENSO and

IOD. Result shows that SAM is the largest contributor to local

wind forcing variability in the south Indian Ocean. The four

climate modes, in particular SAM, contribute to SSH anoma-

lies in the south Indian Ocean via changes in wind forcing.

However, the total percent variance explained by the four

climate modes is only 41%, which indicates that the bulk of the

variability may result from random atmospheric variability.

5. Summary

This study examines interannual variability in SSH in the

south Indian Ocean (108–358S), using satellite measurements,

an atmospheric reanalysis and a linear, long Rossby wave

model. Our focus is on the relative role of wind forcing in the

south Indian Ocean versus remote forcing from the equatorial

Pacific Ocean. We chose our model parameters–zonal phase

speed, the damping coefficient and reduced gravity–by com-

paring simulated SSH with SSH estimates from satellite al-

timetry. After parameter tuning, simulated SSH anomalies

FIG. 13. (a)–(f)As in Figs. 1b, 1c, 6a, 6b, 7, and 9, respectively, but obtained frommodel results computedwith the

values of a and g0 used in Volkov et al. (2020). In (c)–(f), the red line is for the part of the model solution driven by

wind forcing, and the blue line is for the part driven by eastern boundary conditions.
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reproduce themain characteristics of observed SSH anomalies.

We decomposed the model solution into the part that is driven

locally by winds in the south Indian Ocean and that driven by

SSH variability along the west coast of Australia. Results

showed that interannual variability in SSH at midlatitudes

(between 198 and 338S) is mainly driven bywaves radiated from

the west coast of Australia, which originate from wind-driven

SSH variability in the tropical Pacific Ocean, rather than local

wind forcing, which is weak at midlatitudes. At lower latitudes

(between 108 and 188S), SSH variability in the western basin is

mainly driven by local winds and that in the eastern basin is

generated by variability radiated from the Australian coast.

This highlights the latitudinal dependence of factors causing

interannual SSH variability in the south Indian Ocean.

Masumoto and Meyers (1998) and Zhuang et al. (2013) re-

ported the dominance of local wind forcing in driving SSH

variability at low latitudes (specifically at 118–138S), while

Zhuang et al. (2013) and Menezes and Vianna (2019) pointed

out the prevalence of variability radiated from the eastern

boundary at midlatitudes (208 and 258S). We have conducted a

comprehensive analysis from 108 to 358S and showed that there

are two regimes, one in the tropics where local forcing has a

larger effect, and the other at midlatitudes where remote

forcing is more influential. Volkov et al. (2020) examined the

average of SSH anomalies over 108–308Swhichmixes these two

different regimes and so can bemisleading. In addition, Volkov

et al. used a shorter damping time scale (a21 5 1.3 years) in

their longRossby wavemodel than ours (a215 2.5 years). This

difference is caused by different strategies of model tuning, but

our main conclusion still holds if we use Volkov et al.’s

damping time scale.

An additional analysis shows that ENSO, IOD, SAM, and

SIOD are correlated with variability in Ekman pumping ve-

locity in the south Indian Ocean. ENSO and IOD have strong

impacts on Ekman pumping velocity anomalies in the tropical

region (equatorward of 208S), but their impact is relatively

weak at midlatitudes. Among the four, SAM has the largest

impact on Ekman pumping velocity at midlatitudes (23% in

variance), whereas those of ENSO, IOD, and SIOD are

smaller than that of SAM (5%, 4%, and 9%, respectively).

These climate modes can influence SSH anomalies in the south

Indian Ocean via their effects on local wind forcing but in

aggregate they explain less than half variance in the observed

wind field suggesting that much of the wind variations on in-

terannual time scales are random in character.

Our results also show that the zonal gradient of SSH in the

south Indian Ocean, which is a measure of meridional geo-

strophic transport, is primarily driven by variability radiated

from the eastern boundary and is thus ultimately forced by

winds in the equatorial Pacific Ocean. This indicates that

Pacific wind forcing mainly generates variability in subtropical

gyre transports of the south Indian Ocean consistent with the

hypothesis proposed by Lee and McPhaden (2008). We con-

clude that the influence from the Pacific Ocean is a critical

determinant of the variability in mass and heat transport at

midlatitudes of the south Indian Ocean.
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